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Modelling the Traffic Flow Problem

® O The non-linear model is simplified into a standard linear dynamic model x(t) = Ax(t) + Bu(t) + Hw(t),
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O * [isthevehicle number, wherei =1..N.
O * Autonomous vehicle isrepresented byi = N.
O o » s; isthe distance between vehicleiandi — 1, s* is the equilibrium spacing.
O O * v; isthe velocity of vehicle i, v* is the equilibrium velocity.
O O ® * u(t)isthe controlinput, w(t) is the disturbance.
* @y ;3 represent the driver’s sensitivity to errors in the spacing /velocity, they follow a uniform distribution.
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